SCHEIMPFLUG SELF-CALIBRATION BASED ON TANGENCY POINTS
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ABSTRACT

The performance of camera self-calibration is strongly dependent on the accuracy of the detection of feature points in images. This paper highlights the bias introduced in the estimate of Scheimpflug camera parameters when using dot centres as feature points. This offset due the perspective projection causes major errors when using too large dots. A generic approach, suited to any setting, which takes advantage of the invariance property of tangency points under perspective projection is introduced. New feature points are introduced and their robust extraction proposed. The resulting method leads to a simple and efficient calibration pattern. Experimental results on both simulated and real data show the relevance of the proposed method.

1 INTRODUCTION

The Scheimpflug condition is used in Stereoscopic Particle Image Velocimetry (SPIV) for measuring velocity fields with an angular set-up [1][2]. A traditional approach for the preliminary step of the camera calibration is to image a target after some known displacements and to deduce the mapping functions from feature correspondences [3]. For reliable results, this approach requires an accurate positioning of a high-precision target in space. In order to relax these practical constraints which are respectively time-consuming (especially in large test facilities) and costly (one high-precision target per magnification range), self-calibration of Scheimpflug cameras was proposed [4]. A bundle adjustment technique which is a non-linear least square optimization method, allows the estimate of both the camera parameters and the coordinates of the control points. However the performance of such a calibration is strongly dependent on the accuracy of the detection of feature points in images [5]. (Commercial) targets of circular dots are frequently used for calibrating SPIV systems. The centres of the dots classically serve as feature points.

Given a dot, an offset exists between the detected centre of the image dot and the perspective projection of the dot centre considered as feature point [6]. This offset is increased when tilting the sensor in order to perform the Scheimpflug condition. Ignoring this offset may appear in contradiction with
the considerable attention paid to sub-pixel detection of dot centres and can induce error propagation in calibration. In order to overcome this problem without marking dots, one approach consists in the introduction of a bias correction in the camera model [7]. In this paper we introduce a more generic approach, suited to any setting, which takes advantage of the invariance property of tangency points under perspective projection: tangency points serve as control points and their projections are used for calibrating without any offset. These points are defined by common tangents to pairs of dots (circles or ellipses). The method proposed for the image detection of tangency points has five steps: a local scale-adaptive edge detection, a labelization of image dots, a least square fit of image dot edges and the computation of common tangents and tangency points. Because of the stability of the ellipse fitting algorithm [9], high accuracy on these features can be expected.

Self-calibration by bundle adjustment is described together with the camera model in section 2. In section 3 an expression for the offset in Scheimpflug condition is derived and its influence discussed. Section 4 is dedicated to the proposed approach based on tangency points as control points. Finally, experimental results are reported in section 5. The influence of the edge detection error in the computation of tangency points is studied on simulated data then the solution is applied in real conditions.

2 BUNDLE ADJUSTMENT FOR SCHEIMPFLUG SELF-CALIBRATION

The self-calibration of a video-camera aims to extract the intrinsic parameters of the camera from a sequence of views of the scene. When the scene is natural, it is classically performed by considering some properties of projective geometry and an adequate camera motion [10]. In some metrological applications, one can rather prefer to introduce a calibration pattern which can be optimized together with the camera parameters by bundle adjustment [5]. This last technique is a least mean square method which can be extended to Scheimpflug configuration by modifying accordingly the camera model [4]. By recording a set of views of the target, such an adjustment allows a reliable estimation of the parameters because high redundancy is obtained by separating extrinsic from intrinsic parameters of the camera. Thus redundancy becomes high enough to self-calibrate i.e. to introduce the coordinates of the calibration points into vector $\Phi$ of parameters to be adjusted by least mean squares. The achievement of such calibration is strongly dependent on the accuracy of the detection of some feature points in images. Usually, a precision of about 0.02 pixel is required [5].

2.1 Camera model

The Scheimpflug camera model is derived from the pinhole one by tilting the sensor (or the lens) according to an angle $\theta$. The tilt is performed accordingly to the Scheimpflug condition. This condition satisfied when the image plane, the lens plane and the object plane intersect in a common line (Fig. 1), ensures that conjugaison formula $\frac{1}{f} = \frac{1}{p_i} + \frac{1}{p_o}$ is verified. With nominal magnification $M = \frac{p_i}{p_o}$ and view angle $\alpha$, tilt $\theta$ is given by:

$$\theta = \arctan(M \tan(\alpha))$$

(1)

Under the pinhole model the relation between a 3D point $X = (X, Y, Z, 1)^T$ in the word frame $W$ and its image $x_p = (x, y, z, 1)^T$ in the camera frame $C$ is described by the following expression:
Fig. 1 Coordinate systems in Scheimpflug condition according to the "painter convention".

\[ x_P \approx P_P \begin{bmatrix} R_P & t_p \\ 0^T & 1 \end{bmatrix} X + \delta x \]

where the equivalence relation denoted by symbol \( \approx \) means equality up to a non zero scale factor. \( R_P, t_p \) are the rotation and translation matrices relating the world coordinate system to the camera one, \( P_P \) is the perspective projection to the frontal plane and where \( \delta x \) is the distortions term. The Scheimpflug
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model induces tilt angle $\theta$ of the image plane as supplementary parameter. Image $x$ can be deduced from $x_p$ by:

$$ x \approx \begin{bmatrix} R_S & 0 \\ 0^T & 1 \end{bmatrix} P_S x_p $$

(3)

where $P_S$ is the perspective projection in the image plane and $R_S$ is the (Scheimpflug) rotation of the camera coordinate system which leads the optical axis to merge in the normal of the tilted image plane.

2.2 Solution of the problem

Calibration points are estimated simultaneously with the camera parameters by minimizing image residual errors as:

$$ \begin{align*}
\epsilon_u &= u - u \\
\epsilon_v &= v - v
\end{align*} $$

(4)

where $(u, v)$ are the pixel coordinates of the projection of a calibration point given by the camera model and $(u, v)$ are the measured ones. The problem is to estimate the vector $\Phi$ by minimizing the sum of the square residual errors:

$$ S = \sum_{i=1}^{n} \sum_{j=1}^{m} (\epsilon_{ui,j}^2 + \epsilon_{vi,j}^2) $$

(5)

From image coordinates $(u_i, v_i)$ of $n$ calibration points $(X_i, Y_i, Z_i)$, measured in $m$ views. As residual errors are non-linear functions of $\Phi$, the minimization is a non-linear optimization problem. One way of solving the problem is to linearize (4) with some initial value $\Phi^{(0)}$ and solve for $\Delta \Phi$ then by adding $\Delta \Phi$ to $\Phi^{(0)}$ as the new initial value and repeating the process until a certain convergency is satisfied.

Vector $\Phi$ to be estimate consists of the intrinsic, the extrinsic and the $3n$ coordinates $(X_i, Y_i, Z_i)$ of the $n$ calibration points. the intrinsic parameters consist in tilt angle $\theta$ and the pinhole parameters: image distances $p_x$, $p_y$ expressed in pixel, pixel coordinates $(u_0, v_0)$ of the image centre and distortion coefficients $a_1, a_2, a_3$. $m$ different positions of the target gives $6m$ extrinsic parameters: Euler angles $\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}$ of rotation $R_p$ and components $t_x^{(k)}, t_y^{(k)}, t_z^{(k)}$ of translation $t_p$. The set of the parameters can now be listed as follows:

$$ \Phi_{8+6m+3n} = (p_x, p_y, u_0, v_0, a_1, a_2, a_3, \theta, \alpha^{(1)}, \beta^{(1)}, \gamma^{(1)}, t_x^{(1)}, t_y^{(1)}, t_z^{(1)}, \ldots, \alpha^{(m)}, \beta^{(m)}, \gamma^{(m)}, t_x^{(m)}, t_y^{(m)}, t_z^{(m)}, X^{(1)}, Y^{(1)}, Z^{(1)}, \ldots, X^{(m)}, Y^{(m)}, Z^{(m)})^T $$

Redundancy $\rho$ given by the difference between the number of equations (4) and the number of $8 + 6m + 3n$ unknown parameters is equal to:

$$ \rho = 2mn - (8 + 6m + 3n) $$

(6)

3 THE OFFSET PROBLEM

As a circular dot projects to an elliptical one under perspective projection, let us point out that its centre does not project to the geometric ellipse centre. This fact can cause a non negligible bias error when feature point detection in images consists in the detection of centres of image dots. The resulting offset between the detected centre and the actual projection remains negligible in most computer vision applications. However it can induce a major source of errors in angular SPIV as the working distance is
low and the sensor tilted in order to perform the Scheimpflug condition. Besides, a subpixel accuracy in feature point detection is generally required in order to recover calibration parameters by bundle adjustment: typically less than 0.02 pixel. In this section, an expression for the offset is derived and its influence is discussed.

3.1 Analytic expression for the offset

Let us assume that the camera is mounted according to the Scheimpflug condition and that a target of circular dots is pointed out under viewangle $\alpha$ at working distance $p_o$. The diameter $[BD]$ of a given circular dot in the object plane can be projected onto the image plane as $[bd]$ (Fig. 2). Dot center $C$ is projected onto the image plane as $c$. Point $A$ is the intersection between the object and the image cross-lines. Offset $e$ which corresponds to the distance between point $c$ and the center of segment $[bd]$ can be defined as:

$$ e = \frac{1}{2} (bc - dc) $$

(Fig. 2) Offset in Scheimpflug configuration.

To establish its expression as a function of the model parameters, we based our calculations on the notion of cross-ratio of four collinear points. Let us consider the four points $A, B, C$ and $D$. The cross-ratio is defined as:

$$ \tau(A, B, C, D) = \frac{AB}{AC} \frac{BD}{AD} $$

Combining equations (7), (8) and the coordinates of points $A, B, C, D$ and the coordinates of their projections $a, b, c, d$ in the camera frame, offset $e$ can be expressed in the pixel array as follows:

$$ e = r \frac{R}{p_o} \frac{\sin(2\alpha)}{8 \cos(\theta)} $$

where $R$ is the dot radius and $r = M \cdot R/\text{dx}$ is the image dot radius expressed in pixel. Thus, offset $e$ is mainly function of working distance $p_o$, radii $R$ in mm, $r$ in pixel and view angle $\alpha$ (Scheimpflug angle $\theta$ given by (1) is usually about a few degrees).
3.2 Offset and recording conditions

Size $r$ of the dot image at the centre of the field of view is often fixed in practice to a desirable value. Consequently offset $e$ decreases linearly with $R/p_0$ at a given view angle $\alpha$. Figure 3 shows offset $e$ with respect to working distance $p_0$ when viewing dots of radius 5 mm with $r = 20$ pixel in image plane under $\alpha = 45^\circ$. The size of pixels was fixed to $dx = 6.25 \mu$m with ratio $dx/dy = 1$. Until $p_0 = 1.20$ m, the offset is superior to the precision required for image detection when self-calibrating (about 0.02 pixel). In this case, magnification is $M = 0.05$. The offset remains of the order of 0.01 pixel when increasing magnification $M$ until 0.25 for $r = 20$ pixel at $p_0 = 500$ mm. To avoid the offset problem can be achieved by using small calibration dots. Dot radius $R$ should be less than 1 mm in the range 0.05-0.5 of standard magnification in SPIV.

4 COMPUTING TANGENCY POINT COORDINATES

Another solution is to rather calibrate with larger dots by using some other feature points with a specific image detection. In this section we introduce new control points invariant under perspective projection. By exploiting the following property of Theory of perspective projection:

*The perspective projection of a tangent to a differentiable curve in 3D space at a point $P$ of this curve is identical to the tangent to the projection of this curve at a point equal to the projection of $P*,

we propose to use points tangent to dots and their projections in images to perform calibration. The tangency points will be determined by selecting bi-tangents i.e. tangents common to a pair of dots. In the case of two separated ellipses, there exist four bi-tangents, two internal (LR, RL) and two external (LL,RR). In this way, 6 intersections between bi-tangents can be added as invariant points to the 8 tangency points as shown in figure (4) in order to get more feature points. For these points which does not require to mark dots, there is no offset due to the perspective projection.
For a given image of ellipses, the remaining question is how to compute the tangency points with subpixel accuracy, robustness to noise and efficiency.

Five steps are necessary to locate accurately the tangency points on images of ellipses:

- Ellipse edge detection
- Object labeling and ordering
- Ellipse model fitting
- Bitangent computation
- Feature point computation

The objective of the first three steps is to accurately estimate the parameters of the different ellipses and their relative positions with respect to a given pattern. The more robust the estimation, the more accurate the tangency points and consequently, the more reliable the calibration. As a consequence, it is essential to perform ellipse edge detection with great care using a robust method. Let us take a closer look at this first step. Since we work with oblique images, object circles are not perfectly focused and their images can even appeared blurred. The amount of blur varies across the image plane in relation with the depths of the image points. Therefore, it is necessary to adopt a multi-scale edge detection method which adapts locally. The method described by Ducottet et al in [11] full fills these requirements. Indeed, it is a scale-adaptive method well suited to detect edges smoothed by Gaussian blur. It returns a set of connected edge pixels per ellipse. A standard object labelization is then applied in order to assign a number to each connected component. To put in correspondence the ellipses in images with their corresponding circles in space starts by identifying the ellipse at the upper-left corner and goes on by ordering ellipses from the reference one to determine the neighborhood relation between ellipses. The next step is to determine the five parameters describing each ellipse. A least square ellipse fitting is applied to each labeled object as proposed in [9]. It is a robust method which provides coordinates of ellipse centres and axes with subpixel accuracy. The two last steps correspond to the computation of the tangency points and of the intersections between bi-tangents.
5 EXPERTMENTAL RESULTS

5.1 Simulated data

In order to estimate the mean error and its standard deviation of the computed features in function of the noise level on the detected edge points in images, a setup of two ellipses was considered. Ellipses with semi-axes 100 and 200 pixel were oriented as shown in Fig. 4. With such a relative orientation, tangency points correspond to edge points where curvature is high. It will allow a more accurate detection. Results concerns 13 feature points: 8 tangency points and 5 intersections between bitangents (the point resulting from intersection of bitangents $LL$ and $RR$ is discarded because of its instability). The coordinates of 971 evenly spaced edge points were corrupted with a centered Gaussian distribution having standard deviation $\sigma$. Figures 5 and 6 show the mean error and the standard deviation respectively, estimated after 100 trials at different values of $\sigma$. The mean error remains inferior to 0.02 pixel for each feature point even for $\sigma = 1$ pixel. However for such a subpixel accuracy, the standard deviation of error limits the acceptable level of noise to $\sigma = 0.3$ pixel.

5.2 Real data

Experiments in real conditions were performed at $M = 0.05$ and $f^# = 1.8$ with a 1/2” CCD camera having 1024 $\times$ 768 pixel of size $6.25\mu m \times 6.25\mu m$. Camera was equipped with a $f = 50$ mm lens viewing under $\alpha = 0^\circ$ then $\alpha = 30^\circ$ by rotating the reference plane and $\alpha = 45^\circ$ with Scheimpflug tilt. Two procedures were used for self-calibrating the camera. In the first procedure, the centres of $5 \times 5$ dots of radius 5 mm located on a regular planar grid by step of 10 mm were detected with a specific algorithm based on the geometry and radiometry of dots [5]. In the second procedure, the points belonging to the bitangents of two ellipses oriented as shown in Fig. 4 having semi-axes 100 and 40 pixel, 90 and 45 pixel respectively,
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Fig. 6 Standard deviation for each of the 13 feature points.

<table>
<thead>
<tr>
<th>Feature points</th>
<th>$\alpha$ (°)</th>
<th>$p_x$ (pixel)</th>
<th>$p_y$ (pixel)</th>
<th>$u_0$ (pixel)</th>
<th>$v_0$ (pixel)</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>$\sigma_3$</th>
<th>$\theta$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dots centres</td>
<td>0</td>
<td>8000 ± 0.67</td>
<td>8006 ± 0.59</td>
<td>510 ± 0.43</td>
<td>382 ± 0.51</td>
<td>4.12 ± 0.38</td>
<td>1.38 ± 0.21</td>
<td>0.98 ± 0.84</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>6670 ± 143.54</td>
<td>6393 ± 67.39</td>
<td>505 ± 23.67</td>
<td>448 ± 106.87</td>
<td>10.26 ± 5.43</td>
<td>-8.87 ± 3.21</td>
<td>-30.63 ± 12.31</td>
<td>-</td>
</tr>
<tr>
<td>Tangency points</td>
<td>0</td>
<td>8010 ± 0.42</td>
<td>8009 ± 0.36</td>
<td>510 ± 0.65</td>
<td>379 ± 0.37</td>
<td>3.89 ± 0.21</td>
<td>1.08 ± 0.54</td>
<td>0.82 ± 0.11</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>8012 ± 0.31</td>
<td>8014 ± 0.28</td>
<td>508 ± 0.42</td>
<td>392 ± 0.21</td>
<td>4.08 ± 0.23</td>
<td>0.79 ± 0.12</td>
<td>0.79 ± 0.24</td>
<td>-</td>
</tr>
<tr>
<td>Tangency points</td>
<td>45</td>
<td>8075 ± 0.81</td>
<td>8063 ± 0.76</td>
<td>500 ± 0.64</td>
<td>368 ± 0.35</td>
<td>3.91 ± 0.42</td>
<td>1.32 ± 0.05</td>
<td>0.26 ± 0.04</td>
<td>2.87 ± 0.13</td>
</tr>
</tbody>
</table>

Table 1 Results of self-calibration by using either dot centres or points computed from bitangents as feature points.

are computed. The values obtained for the intrinsic parameters at 0° are quiet identical when using the dot centres or the points computed from bitangents. The residual error is of the order of 0.01 pixel. At 30°, the parameters are recovered when using bitangents but, as one could expect (see section 3.2), calibration failed when using dot centres. In Scheimpflug condition with a higher value of $\alpha = 45°$, the use of bitangents allows accurate estimates: for example, the estimate of the Scheimpflug tilt (theoretical value: 2.86°) is $\theta = 2.87° \pm 0.13°$. One can notice a relative deviation (inferior to 1%) of image distance $p_x$ with respect to focal length $f_x = 8000$. This corresponds to the physical separation of the lens from the CCD device when Scheimpflug tilting.

6 CONCLUSION

Self-calibration of Scheimpflug cameras allows easy calibration by viewing a (planar) target at different locations in the depth of field. A bundle adjustment technique provides camera calibration together with target reconstruction provided that about a fifteen feature points is detected at a subpixel precision. We have demonstrated that the detection of dot centres induces an offset. In SPIV conditions, to neglect this offset implies to use small calibration dots with a radius inferior to 1 mm. We have proposed to reduce the calibration pattern to a set of two oriented coplanar ellipses having a larger size (20-30 mm) and to
take advantage of the invariance property of tangency points under perspective projection. 13 feature points can be computed from the four bitangents: tangency points and intersections between bitangents. Our detection method is based on a multi-scale edge detection at pixel precision and an ellipse fit. It provides a subpixel detection compatible with self-calibration requirements when few hundreds contour points are detected. Such a procedure tested in real conditions leads to a calibration pattern which is easy printable and usable for a large range of magnification.
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